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I have been asked to design an approach to solving a pirate maze. For this task I created a Deep Q Network (DQN) in Python that drives the *GameExperience* and *TreasureMaze* classes. The pirate was able to move forward, backward, left and right. The pirate agent was rewarded for reaching the treasure and penalized for being blocked, vising the same square, and trying an invalid move.

To have the agent explore a lot in the early attempts but use gained knowledge in later attempts a learning rate decay was used (Haswani, 2020). A simple alpha value was calculated using the reciprocal of the epoch number multiplied by the decay rate. If alpha was below the threshold, epsilon (ε), the agent stopped randomly wandering and used gained knowledge.

Without resorting to doing hyperparameter sensitivity testing, epsilon remained at 0.1 and only the decay rate was tuned manually.

This random wandering early and then using gained knowledge is similar to how a human may solve the maze. They may start off wandering early to discover possible paths and then stringing that gained knowledge into useful ideas. Where the pirate agent and a human differ is forward visibility and intuition. That is, the pirate agent cannot see beyond it’s current square and may walk into an obstacle blindly – a human probably would not. This is because reinforcement learning (RL) with DQN is model-free.

Without a “model of the universe” the agent “can be thought of as [using] an "explicit" trial-and-error algorithm” (“Model Free,” 2023). Meaning that the agent cannot think beyond or plan ahead the current move while in learning mode. This does not pertain to a human – who could easily look many moves ahead and decide that the remining forward moves all result in a dead end and change path before reaching the obstacle. These two distinct strategies are termed exploration and exploitation.

Exploration in reinforcement learning refers to a strategy of choosing actions that the agent has not yet tried, or that it believes will lead to new information or knowledge that can improve its long-term performance. Exploration focuses on acquiring new information and knowledge that can lead to better decisions and improved performance in the future.

Exploitation refers to a strategy of choosing actions that the agent believes will result in the maximum immediate reward based on the knowledge it has learned so far. Exploitation focuses on maximizing the agent's short-term performance by making decisions based on its current knowledge.

In general, a at the beginning of the learning process, exploration should be given more priority to allow the agent to explore different paths and learn about the environment. As the agent gains more experience and knowledge, the balance can shift towards exploitation to make use of that knowledge and achieve better performance.

To achieve a balance between the strategies the decay rate was manipulated. Eventually a decay rate of 0.1 was settled on for the epsilon value of 0.1. This would allow for 90 epochs of random learning before prediction based on experience were used. A human may not need 90 attempts to solve a simple maze given their foresight, but if that visibility were restricted to a single move – hard to say.

***How can reinforcement learning help to determine the path to the goal (the treasure) by the agent (the pirate)?***

As mentioned previously, the agent learns through actions. At each state the agent learns a policy that maps that state to an action. In the context of pathfinding, the states correspond to the different locations on the map, and the actions correspond to the movements that the agent can make to navigate the map.

After each action the agent is rewarded or punished with a goal of maximizing the total expected reward over time. As stated before, exploration and exploitation were used to define the actions available to choose within the states

During the learning process, the agent explores the environment and updates its action-value function based on the feedback it receives. As the agent gains more experience, its action-value function converges to the optimal values, and the policy it learns becomes more accurate and efficient at finding the optimal path to the goal.

***How did you implement deep Q-learning using neural networks for this game?***

DQN was used to map the action-state pairs. With each action a reward or punishment was determined using this code block:

*def get\_reward(self):*

*pirate\_row, pirate\_col, mode = self.state*

*nrows, ncols = self.maze.shape*

*if pirate\_row == nrows-1 and pirate\_col == ncols-1:*

*return 1.0*

*if mode == 'blocked':*

*return self.min\_reward - 1*

*if (pirate\_row, pirate\_col) in self.visited:*

*return -0.25*

*if mode == 'invalid':*

*return -0.75*

*if mode == 'valid':*

*return -0.04*

As the agent transitions from exploration to exploitation these rewards guide the agent on the next best possible move.

The agent began “winning” (finding the treasure) in the second epoch and by epoch 248 the agent was winning 100% of the time.
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